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Abstract

Gradient based policy optimization algorithms suffer from high gradient variance, this is usually the result of using Monte Carlo estimates of the Q-value function in the gradient calculation. By replacing this estimate with a function approximator on state-action space, the gradient variance can be reduced significantly. In this paper we present a method for the training of a Gaussian Process to approximate the action-value function which can be used to replace the Monte Carlo estimation in the policy gradient evaluation. An iterative formulation of the algorithm will be given for better suitability with online learning.

1. Introduction

Gradient based policy optimization algorithms, like REINFORCE [17], Vanilla Policy Gradients, Natural Actor-Critic [11] have many advantages over traditional value-function based methods when it comes to learning control policies of complex systems, however the majority of these methods suffer from high gradient variance, a result of using Monte Carlo estimates of the Q-value function in the calculation of the gradient $Q^\pi(x,a) \sim \left( \sum_{j=0}^{H} \gamma^j r_j \right)$. By replacing this estimate with a function approximation of the value-function on state-action space, the gradient variance can be reduced significantly [15]. We present the training of a Gaussian Process for the approximation of the action-value function $Q(\cdot, \cdot) \sim GP(\mu_q, k_q)$ which can be used to replace the Monte Carlo estimation in the policy gradient evaluation, thereby reducing the gradient variance and quickening learning.

In section 2 we will give a short description of the Reinforcement Learning (RL) problem and basic notation. In section 3 the idea of Policy Gradient methods will be shortly described together with the use of value-function approximators. In
section 4 we will describe our approach of using GP regression for approximating state-action value functions. The learning of control policies has to be performed online, since the only available data from which we can draw conclusions is provided by the agent’s interaction with its environment. Therefore we will use an iterative variant of Gaussian Process regression as described in [1, 10]. Section 5 will discuss the application of the GP estimator in conjunction with Policy Gradient estimation. At the gradient estimation stage we will choose between using the full Monte Carlo estimates, the predicted Value obtained from the GP predictive mean or a combination of these. We close the paper with a discussion in section 6.

2. Problem Setting

The (RL) problem can be modelled with a Markov Decision Process (MDP): an MDP [9, 12] is a tuple \( M(S, A, P, R) \) where \( S \) is the set of states; \( A \) the set of actions; \( P : S \times A \times S \rightarrow [0, 1] \), \( P(s, a, s') \) is the conditional probability of a transition from state \( s \) to \( s' \) when executing an action \( a \); \( R : S \times A \rightarrow \mathbb{R} \), \( a \in A \), \( R(s, a) \) denoting the immediate reward \( r \) when in state \( s \). MDPs provide the framework to solve the RL problem: the goal being the search for a policy \( \pi \) that maximizes the expected cumulative discounted reward.

\[
J_\pi = E_\pi \left[ \sum_{t=0}^{\infty} \gamma^t R_{s_t,a_t} \right] \tag{2.1}
\]

where \( E[\cdot] \) is the expected value for the policy \( \pi \), \( 0 < \gamma < 1 \) is a discount rate. The policy is a probability distribution of actions \( a \) over state \( s \), denoted \( \pi_\theta(s, a) \) and valid for all states \( s \in S \). It is parameterized by the parameter vector \( \theta \) the elements of which will be modified during the learning process. The expression for the cumulative reward on the right hand side of (2.1) is analytically tractable and we can search for a policy that maximizes it in different ways.

3. Policy Gradients

Policy gradient (PG) algorithms optimize the parameters \( \theta \) of a parametric policy, where the optimization is being done with respect to the expected reward \( J(\theta) \). We thus need a good approximation to the policy gradient, as in equation (3.1) with respect to the episodic reward \( R(\tau) = \sum_{t=0}^{H-1} \gamma^t R_{a_t}(s_t) \), and the update is done based on the expression in (3.2) [11].

\[
\nabla_\theta J(\theta) = \int \nabla_\theta p_\theta(\tau) R(\tau) d\tau \tag{3.1}
\]

\[
\theta_{i+1} = \theta_i + \alpha_i \nabla_\theta J(\theta) \tag{3.2}
\]
Here $\alpha$ is a learning rate, $i$ is the current update step, and $\tau$ stands for a history of states and controller outputs for an episode of length $H$.

$$\tau = \{(s_0, a_0), (s_1, a_1), \ldots (s_H, a_H)\} \quad (3.3)$$

$\theta(\tau)$ from (3.4) is the state-distribution corresponding to an episode starting from an arbitrary state.$^1$

$$\theta(\tau) = p(s_0) \prod_{t=0}^{H-1} \pi(a_t|s_t)p(s_{t+1}|s_t, a_t) \quad (3.4)$$

Likelihood ratio methods $[14]$ provide a good way of expressing the gradient in a form that doesn’t depend on the actual state-transition probabilities and so can be easily approximated. Using the episodic state distribution from (3.4) we can calculate the gradient from (3.1) by using the likelihood ratio trick, and following the derivation from $[16]$.

The gradient is expressed as:

$$\nabla_\theta J(\theta) = \mathbb{E} \left[ \sum_{t=0}^{H-1} \nabla_\theta \log \pi(a_t|s_t) R(\tau) \right] \quad (3.5)$$

The advantage in expressing the gradient as above lies in the fact that it can be approximated via averaging over a number of controller output histories $[17]$. The term $R(\tau)$ is in fact the Monte Carlo estimation of $Q(s_t, a_t)$ the value function over state-action space. Although $R(\tau)$ is an unbiased estimator of the true $Q$-value function, it has high variance however it can be replaced with a function approximator. In case the function approximator and policy parameterization fulfill the compatibility conditions from $[15]$ the approximated function can be viewed as the approximation of the advantage function, which is the difference between the state-action and state value functions. In this paper we use Non-parametric Gaussian Processes$^2$ to approximate the $Q$-value function: $Q(\cdot, \cdot) \sim GP(\mu_q, k_q)$

## 4. Online GPR for Value-function approximation

Different approaches of using Gaussian Processes for the Value-function approximation problem can already be found in the literature. In $[8, 6, 7, 5]$ a generative model is being used to express the value function in a one-step TD-like formulation and perform regression based on this model on the individual returns. In $[4]$ the transition dynamics of the MDP are also estimated and so the Value function can be completely reevaluated in a Dynamic Programming manner at each episode. We choose a simpler method of performing Gaussian Process Regression using the

---

$^1$This way of expressing the state distribution is only possible if the environment is Markovian. Otherwise the joint probability could not be written as the product of the individual probabilities

$^2$The compatibility conditions can be fulfilled by using a kernel composed from a regular state-action kernel and a fisher kernel, and parameterizing the policy accordingly $[7]$
Monte Carlo returns as noisy targets and the visited state-action pairs as support points. At the gradient estimation step we combine the Q-values predicted by our trained $GP$ and the actual Monte Carlo returns to obtain a hybrid learning algorithm. Let us consider an episode $\tau$ consisting of $(s_t, a_t)\in \mathbb{N}$ state-action pairs. For each of these state-action pairs we can calculate the Monte Carlo estimation of the Q-value function based on the sum of discounted rewards until the end of the episode:

$$
\hat{Q}(s_t, a_t) = \sum_{i=0}^{H-t} (\gamma^i R(s_{t+i}, a_{t+i}))
$$

Let us denote this value for the state-action pair at time $t$ with $Q_t$. We consider these values as noisy observations of the true state-action value function which in our case is the latent function $f(., .)$ modelled by the Gaussian Process $GP(\mu_q, k_q)$.

$$
Q_t = f(s_t, a_t) + \epsilon_s \quad \epsilon_s \sim N(0, \sigma^2)
$$

The regression is performed directly in function space with prior mean and covariance:

$$
E[f(s, a)] = \mu_q(s, a) = 0
$$

$$
Cov(f(s, a), f(s', a')) = k_q((s, a), (s', a'))
$$

Here $k_q(., .)$ is the kernel function which operates on state-action pairs, and gives the element of the kernel matrix $K_q$. Since the arguments of the kernel function are state-action pairs it makes sense to construct it from the composition of two kernel functions which appropriately capture the covariance properties of states and actions respectively as suggested in [6]. Suppose we have a set $D$ of state-action pairs and the corresponding noisy measurements which constitute our support points: $D = \{(s_t, a_t)\}; \hat{Q} = \{\hat{Q}_t\}; t = 1, \ldots, n$; These points have a joint Gaussian distribution with mean 0 and covariance matrix $K_q^n + \Sigma_n$; Given a new data point $x_{n+1} = (s_{n+1}, a_{n+1})$ and denoting $k_{n+1} = [k_q(x_1, x_{n+1}), \ldots, k_q(x_n, x_{n+1})]$, the joint distribution of the prediction and the target values (4.2), as well as the predictive mean (4.3) and variance (4.4) for the new data-point $(s_{n+1}, a_{n+1})$ conditioned on the support points can be exactly calculated [13]:

$$
\begin{bmatrix}
\hat{Q} \\
\hat{f}_{n+1}
\end{bmatrix}
\sim N
\left(0, 
\begin{bmatrix}
K_q^n + \Sigma_n & k_{n+1} \\
\hat{k}_{n+1}^T & k_q(x_{n+1}, .)
\end{bmatrix}
\right)
$$

$$
\hat{f}_{n+1}|Q, D \sim N(\mu_{n+1}, cov(f_{n+1}))
$$

$$
E[f_{n+1}] = \mu_{n+1} = k_{n+1} \alpha_n
$$

$$
cov(f_{n+1}, f_{n+1}) = k_q(x_{n+1}, x_{n+1}) - k_{n+1} C_n k_{n+1}^T
$$

$$
\alpha_n \text{ and } c_n \text{ are the parameters of the GP and have the following form:}
$$

$$
\alpha_n = [K_q^n + \Sigma_n]^{-1} \hat{Q} \quad C_{n+1} = [K_q^n + \Sigma_n]^{-1}
$$
The inversion of the \( n \times n \) kernel matrix is computationally demanding, moreover the size of the matrix increases quadratically with the number of data-points. Because the Policy Gradient algorithm uses data acquired through interaction with the process environment we cannot batch-process. Therefore a suitable online version of the GP regression must be used to calculate the inverse matrix in an iterative way each time a new data-point is added to the set of support points \( D \).

### 4.1. Online learning

We can update the parameters \( \alpha \) & \( C \) of the mean and covariance functions of the Gaussian process iteratively each time a new point \( \{(s_{n+1}, a_{n+1}), \hat{Q}_{n+1}\} \) is added to the set of Support Points, by combining the likelihood of the new data-point and the Gaussian Prior from the previous step. This method is described in [3] for the generalized linear models with arbitrary likelihood functions.

\[
\alpha_{n+1} = \alpha_n + q^{n+1}s_{n+1} \quad \quad (4.7)
\]
\[
C_{n+1} = C_n + r^{n+1}s_{n+1}s_{n+1}^T \quad \quad (4.8)
\]
\[
s_{n+1} = C_n k^T_{n+1} + e_{n+1} \quad \quad (4.9)
\]
\[
e_{n+1} = [0, 0, \ldots, 1]^T_{M_1 \times (n+1)} \quad \quad (4.10)
\]

Fortunately in the case of regression with Gaussian noise the resulting posterior is analytically tractable, and \( q^{n+1}, r^{n+1} \) can be given exactly. For this first we need the marginal predictive distribution for the new data-point which is a Gaussian with mean \( \mu_{n+1} \) given by (4.4) and variance \( \sigma^2_{n+1} \) given by (4.5). Than by calculating the first and second derivatives of the average likelihood with respect to the mean and setting them to 0 we get:

\[
q^{n+1} = \frac{\hat{Q}_{n+1} - \mu_{n+1}}{\sigma^2(s_{n+1}) + \sigma^2_{n+1}} \quad \quad \text{and} \quad \quad r^{n+1} = -\frac{1}{\sigma^2(s_{n+1}) + \sigma^2_{n+1}} \quad \quad (4.11)
\]

The hyper-parameters of the Gaussian Process can be optimized with the help of evidence maximization [13].

### 5. Gradient Estimation

Using our GP function approximator we can now replace the Monte Carlo estimation of the Q-values in the policy gradient formula (3.5). We can choose to use solely the GP predicted mean instead of the term \( R(\tau) \) or we can combine an arbitrary number immediate returns from the episode with the GP prediction which we will call \( m \)-step q-value.

\[
Q^m(s_t, a_t) = \sum_{i=0}^{m-1} \gamma^i R(s_{t+i}, a_{t+i}) + \gamma^m E[f(s_{t+m}, a_{t+m})] \quad \quad (5.1)
\]
Where the $E\{f(s_{t+m}, a_{t+m})\}$ is given by equation (4.4). If $m$ is grater than the number of time-steps in the respective episode than the full Monte Carlo estimate from (4.1) is used. By choosing $m = 0$ or $m = H$ we get the pure GP prediction-based version or the REINFORCE version of the policy gradient algorithm respectively. The formula for the gradient estimate then becomes:

$$\nabla_{\theta} J(\theta) = E \left[ \sum_{t=0}^{H-1} \nabla_{\theta} \log \pi(a_t|s_t) Q^m(s_t, a_t) \right]$$  (5.2)

In Algorithm 1 we can see a description of the above discussed method in an algorithmic form.

**Algorithm 1** Policy Gradient algorithm with GP function approximator

1: Initialize policy parameterization $\pi(s, a|\theta)$
2: Initialize GP parameters $\alpha = 0, C = 0, D = 0, n = 0, m = \text{const}$
3: repeat
4: \hspace{1em} Sample data $\{(s_t, a_t, R(s_t, a_t))_{t=1, H}\}$ from an episode $\tau$
5: \hspace{1em} for each time-step $t = 1, H$ do
6: \hspace{2em} calculate $\hat{Q}_t$ (4.1)
7: \hspace{2em} calculate $q^{n+1}$, $p^{n+1}$ (4.11)
8: \hspace{2em} increment $n$, add $\{(s_t, a_t), \hat{Q}_t\}$ to the set of support points
9: \hspace{1em} update GP parameters $\alpha; C$ (4.7)
10: \hspace{1em} end for
11: Estimate gradient $\nabla J_\theta$ (5.2)
12: until gradient has converged
13: Perform gradient update (3.2)

6. Discussion

We have described a way of approximating state-action value functions using a Gaussian Process as a function approximator to reduce the variance in Policy Gradient algorithms. Unlike in [8] where a generative model based on the idea of TD is used to approximate the value function, we performed regression on the Monte Carlo returns without bootstrapping. This makes the approximation independent from the Markov assumption. Although the formulation of the episodic state-distribution (3.4) in the gradient estimation assumes that the environment is markovian, in our opinion the algorithm can still benefit from the nature of the state-action value function approximation.

One major obstacle in efficiently using the described algorithm in RL problems is the computational complexity of the GP prediction which increases exponentially with the number of training points. This could be avoided by extending the algorithm with a sparsification mechanism [2]. The procedure could be further
enhanced by using the predictive variance of the GP to influence the search directions of the Policy Gradient algorithm. These could be the major steps of future research.
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