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Abstract

The aim of this paper is to investigate a multiserver retrial queueing sys-
tem with a finite number of heterogeneous sources of calls. The novelty of
the investigation is the heterogeneity of the sources, that is every source is
characterized by different arrival, retrial and service rates. All random vari-
ables involved in the model construction are assumed to be exponentially
distributed and independent of each other. The present paper generalizes the
results for the same type of homogeneous retrial queueing system.

The MOSEL (Modeling, Specification and Evaluation Language) language
and software package, which was developed at the University of Erlangen,
Germany, was used to formulate the model and to calculate the derived main
performance measures. The effects of various system parameters on the sys-
tem measures are displayed and analyzed graphically.

Categories and Subject Descriptors: C.4 [Performance of Systems]:
Modeling Techniques, Performance Attributes; G.3 [Probability and Statis-
tics]: Queueing Theory, Stochastic Processes; I.6.4 [Model Validation and
Analysis];
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erogeneous sources, multiserver queues, performance tool, performance mea-
sures

1. Introduction

Retrial queues (or queues with returning customers) have been often used to
model computer systems and communication networks, such as magnetic disk
memory systems [8], cellular mobile networks [9] and local-area networks with
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CSMA/CD protocol [7]. For some fundamental methods and results on retrial
queues see [2, 3, 5, 6], and references therein.

The purpose of the present paper is to give the main stationary performance
measures of the heterogeneous finite-source multiserver model described in the next
section, and to analyze graphically the effects of changing various system parame-
ters on these measures. This paper generalizes the results of [6], where homogeneous
finite-source multiserver systems were dealt with. The performance modeling tool
MOSEL (Modeling, Specification and Evaluation Language), see [4], is used to for-
mulate the model and to obtain the system performance measures. The analytical
results can be graphically displayed using IGL (Intermediate Graphical Language)
which belongs to the MOSEL tool.

The paper is organized as follows. In Section 2, the accurate description of the
model is given, and the main performance measures of the system are derived that
can be obtained using the MOSEL tool. In Section 3, some numerical examples
are treated. Conclusions and directives for the future work are given in Section 4.

2. Model description

Consider a finite-source multiserver queueing system with c servers, where the
primary calls are generated by K, c < K < ∞ heterogeneous sources, that is
every source has different parameters. The servers can be in two states: idle and
busy. If a server is idle, it can serve the calls of the sources. Each of the sources
can be in three states: free, sending repeated calls and under service. If the i-th
source is free at time t it can generate a primary call during interval (t, t+dt) with
probability λidt+ o(dt). If there is a free server at the time of arrival of a call then
the call starts to be served, that is the source moves into the under service state
and the corresponding server moves into busy state. The service is finished during
the interval (t, t + dt) with probability µidt + o(dt). If all the servers are busy on
arrival, then the source starts generation of a Poisson flow of repeated calls with
rate νi until it finds a server free. After service the source becomes free, and it
can generate a new primary call, and the server becomes idle so it can serve a new
call. All the times involved in the model are assumed to be mutually independent
of each other.

2.1. The underlying Markov chain

The state of the system at time t can be described with the stochastic process
X(t) = (α1, ..., αc, β1, ..., βN(t)), where c is the number of servers and N(t) is the
number of sources of repeated calls at time t. Because of the heterogeneity of the
sources we need to identify their indices at the servers, they are denoted by αi,
i=1, ..., c, if there is a customer under service at the i-th server, otherwise this
value is 0. Furthermore, we have to identify the sources in the sending repeated
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calls state, so we denote their indices by βj , j=1, ..., N(t), if there is a customer in
this state, otherwise this last component is 0.

Because of the exponentiality of the involved random variables this process is
a Markov chain with a finite state space. Since the state space of the process
(X(t), t ≥ 0) is finite, the process is ergodic for all reasonable values of the rates
involved in the model construction. We assume that the system is in the steady
state, and we define the stationary probabilities as follows.

P (i1, ..., ic, 0) = lim
t→∞

P{α1 = i1, ..., αc = ic, N(t) = 0}

P (i1, ..., ic, j1, ..., jk) = lim
t→∞

P{α1 = i1, ..., αc = ic, β1 = j1, ..., βk = jk},

k = 1, ...,K − c

Because of the fact that the state space of the describing Markov chain is very
large, it is very difficult to get the steady state probabilities by solving the system
of steady state equations. To simplify this procedure we used the efficient software
tool MOSEL to formulate the model and to calculate these probabilities.

The results of the tool are in agreement with the results of [6] in the homo-
geneous case. In the heterogeneous case, the results were validated by the corre-
sponding FIFO queueing model, since with very high retrial rates and few sources
the difference between the two models is negligible.

Let us denote the number of busy servers at time t by C(t), and denote by
pkl = limt→∞P{C(t) = k,N(t) = l} the joint distribution of the number of busy
servers and the number of sources that are sending repeated calls.

Knowing the steady state probabilities the main performance measures can be
obtained as follows.

• The probability of all servers are busy

pc = P{α1 > 0, ..., αc > 0} =

K−c∑

l=0

pcl.

• The mean number of sources of repeated calls

N = EN(t) =

c∑

k=0

K−c∑

l=1

lpkl.

• The probability of the i-th source is sending repeated calls

Ni =
∑

i1,...,ic

K−c∑

k=1

∑

j1,...,jk
i∈{j1,...,jk}

P (i1, ..., ic, j1, ..., jk), i = 1, ...,K.
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• The mean number of busy servers

Y = EC(t) =

c∑

k=1

K−c∑

l=0

kpkl.

• The probability of the i-th source is under service

Yi =
∑

i1,...,ic
i∈{i1,...,ic}

P (i1, ..., ic, 0)+

∑

i1,...,ic
i∈{i1,...,ic}

K−c∑

k=1

∑

j1,...,jk

P (i1, ..., ic, j1, ..., jk), i = 1, ...,K.

• The utilization of the i-th source

Ui = 1−Ni − Yi, i = 1, ...,K.

• The mean rate of generation of primary calls of the i-th source

λi = λi(1− Yi −Ni) = λiUi, i = 1, ...,K.

• The mean response time of the i-th source (based on [1])

Ti =
Ni + Yi

λi

, i = 1, ...,K.

• The mean waiting time of the i-th source

Wi = Ti −
1

µi
, i = 1, ...,K.

3. Numerical examples

The results of the tool can be displayed graphically with the help of IGL, which
belongs to MOSEL. The system parameters of the following figures are given in
Table 1.

In Figure 1, the utilizations of the sources are displayed versus the primary
request generation rate. As it was expected, the utilizations of the sources decrease
as they send their requests more often. With very short interarrival times the
difference between the sources is getting very small, so in this case, it is worth
to approach with the homogeneous model in order to make the state space much
smaller.
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Figure 1: Utilizations versus primary request generation rate

In Figure 2, the mean response times of the sources are represented versus the
primary request generation rate. As it can be seen, the first source, which has the
smallest retrial rate, has much higher mean response time.

In Figure 3, we can see the mean response times of the customers depending on
the retrial rate. If the retrial rate is much higher than the primary request gener-
ation rate, the differences between the mean response times are not considerable.

Finally, in Figure 4, the mean number of retrying customers is displayed versus
the retrial rate. It is clearly shown, how long the increase in the retrial rate has
substantial influence on the mean number of waiting customers.

c K λ µ ν

Figure 1,2 2 5 x axis 1,1,1,1,1 0.5,1,2,3,5
Figure 3,4 2 5 0.1,0.2,0.5,0.8,1 1,1,1,1,1 x axis

Table 1: Input system parameters

4. Conclusion and future work

In this paper, we studied a heterogeneous finite-source multiserver queueing
system with returning customers. The novelty of the investigation is the hetero-
geneity of the sources, that is every source is characterized by different arrival,
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Figure 2: Mean response times versus primary request generation rate

Figure 3: Mean response times versus retrial rate
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Figure 4: Mean number of retrying sources versus retrial rate

retrial and service rates. The performance modeling tool MOSEL was used to for-
mulate the model and to obtain the system performance measures, and the effects
of the changing of the primary request generation and retrial rates were analyzed
graphically.

The current study can be considered as an initial step towards the analysis of
heterogeneous multiserver retrial queues with non-reliable components.
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