Application of fixed point theorem in probabilistic metric space to quicksort algorithm
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Abstract

Our aim in this work is to prove the existence and uniqueness of solution for recurrence equations associated to the asymptotic complexity analysis of Quicksort algorithms using some results from the theory of probabilistic metric spaces.
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1. Preliminaries

The theory of probabilistic metric spaces, introduced in 1942 by K. Menger [5], and was developed by numerous authors [7].

A mapping $F : \mathbb{R} \to [0, 1]$ is called a distribution function if it is non-decreasing and left continuous.

By $\Delta$ we shall denote the set of all distribution functions $F$. Let $\Delta$ be ordered by the relation "$\leq$", i.e. $F \leq G$ if and only if $F(t) \leq G(t)$ for all real $t$. Also $F < G$ if and only if $F \leq G$ but $F \neq G$.

We set $\Delta^+ := \{F \in \Delta : F(0) = 0\}$.

$H$ will denote the Heaviside distribution function defined by

$$H(x) = \begin{cases} 0, & x \leq 0, \\ 1, & x > 0. \end{cases} \quad (1.1)$$

Let $X$ be a nonempty set. For a mapping $\mathcal{F} : X \times X \to \Delta^+$ and $x, y \in X$ we shall denote $\mathcal{F}(x, y)$ by $F_{x,y}$, and the value of $F_{x,y}$ at $t \in \mathbb{R}$ by $F_{x,y}(t)$, respectively.

The pair $(X, \mathcal{F})$ is a probabilistic metric space if $X$ is a nonempty set and $\mathcal{F} : X \times X \to \Delta^+$ is a mapping satisfying the following conditions:
$1^0 \ F_{x,y}(t) = F_{y,x}(t) \ for \ all \ x, y \in X \ and \ t \in \mathbb{R}$;
$2^0 \ F_{x,y}(t) = 1, \ for \ every \ t > 0, \ if \ and \ only \ if \ x = y$;
$3^0 \ if \ F_{x,y}(s) = 1 \ and \ F_{y,z}(t) = 1 \ then \ F_{x,z}(s + t) = 1$.

A mapping $T : [0,1] \times [0,1] \to [0,1]$ is called a $t$-norm if the following conditions are satisfied:

$4^0 \ T(a,1) = a \ for \ every \ a \in [0,1]$;
$5^0 \ T(a,b) = T(b,a) \ for \ every \ a,b \in [0,1]$;
$6^0 \ if \ a \geq c \ and \ b \geq d \ then \ T(a,b) \geq T(c,d)$;
$7^0 \ T(a,T(b,c)) = T(T(a,b),c) \ for \ every \ a,b,c \in [0,1]$.

We list here the simplest:

$T_1(a,b) = max\{a + b - 1, 0\},$

$T_2(a,b) = ab,$

$T_3(a,b) = Min(a,b) = min\{a,b\}$.

A Menger space is a triplet $(X, F, T)$, where $(X, F)$ is a probabilistic metric space, $T$ is a $t$-norm, and instead of $3^0$ we have the stronger condition:

$8^0 \ F_{x,y}(s + t) \geq T(F_{x,z}(s),F_{z,y}(t)) \ for \ all \ x,y,z \in X \ and \ s,t \in \mathbb{R}_+.$

The $(t,\epsilon)$-topology in a Menger space was introduced by B. Schweizer and A. Sklar. The base for the neighbourhoods of an element $x \in X$ is given by

$$\{U_x(t,\epsilon) \subseteq X : t > 0, \epsilon \in [0,1]\},$$

where

$$U_x(t,\epsilon) := \{y \in X : F_{x,y}(t) > 1 - \epsilon\}.$$

If the $t$-norm $T$ satisfies the condition

$$\sup\{T(a,a) : a \in [0,1]\} = 1,$$

then the $(t,\epsilon)$-topology is metrizable.

The mapping $f : X \to X$ is said to be a contraction if there exists $r \in [0,1]$ such that

$$F_{f(x),f(y)}(rt) \geq F_{x,y}(t)$$

for every $x,y \in X$ and $t \in \mathbb{R}_+$.

For example, if $(X,d)$ is a metric space and $G \in \Delta^+, \ G \neq H$, one defines

$$F_{x,y}(t) = G\left(\frac{t}{d(x,y)}\right) \ if \ x \neq y,$$

and

$$F_{x,y}(t) = H(t) \ if \ x = y.$$}

If $f : X \to X$ is a contraction with ratio $r$, then it is a contraction in Sehgal sense with the same ratio. Indeed, we have

$$F_{f(x),f(y)}(rt) = G\left(\frac{rt}{d(f(x),f(y))}\right) \geq G\left(\frac{rt}{rd(x,y)}\right) = F_{x,y}(t) \ if \ f(x) \neq f(y) \ and \ x \neq y,$$
A sequence \((x_n)_{n \in \mathbb{N}}\) from \(X\) is said to be fundamental if
\[
\lim_{n,m \to \infty} F_{x_m,x_n}(t) = 1
\]
for all \(t > 0\).

The element \(x \in X\) is called limit of the sequence \((x_n)_{n \in \mathbb{N}}\), and we write \(x_n \to x\), if \(\lim_{n \to \infty} F_{x,x_n}(t) = 1\) for all \(t > 0\).

A probabilistic metric (Menger) space is said to be complete if every fundamental sequence in that space is convergent.

For example, if \((X,d)\) is a metric space, then the metric \(d\) induces a mapping \(F : X \times X \to \Delta^+\), where \(F(x,y) = F_{x,y}\) is defined by
\[
F_{x,y}(t) = H(t - d(x,y)), \quad t \in \mathbb{R}.
\]

Moreover \((X,F,\text{Min})\) is a Menger space. Bharucha-Reid and Sehgal show that \((X,F,\text{Min})\) is complete if the metric \(d\) is complete. The space \((X,F,\text{Min})\) thus obtained is called the induced Menger space.

**Theorem 1.1** ([8]). Every contraction mapping \(f : X \to X\) on a complete Menger space \((X,F,\text{Min})\) has a unique fixed point \(x_0\). Moreover, \(f^n(x) \to x_0\) for each \(x \in X\).

Set
\[
\mathcal{D}^+ = \{ F \in \Delta^+ : \sup_{t \in \mathbb{R}} F(t) = 1 \}.
\]

In the following we always suppose that \((X,F,T)\) is a Menger space with \(F : X \times X \to \mathcal{D}^+\) and \(T\) is continuous.

Let \(A\) be a nonempty subset of \(X\).

The function \(D_A : \mathbb{R} \to [0,1]\) defined by
\[
D_A(t) := \sup_{s < t} \inf_{x,y \in A} F_{x,y}(s)
\]
is called the probabilistic diameter of \(A\).

It is easy to check that \(D_A \in \Delta^+\).

The set \(A \subseteq X\) is probabilistic bounded if \(D_A \in \mathcal{D}^+\).

Let \(A\) and \(B\) be nonempty subsets of \(X\).

The probabilistic Hausdorff-Pompeiu distance between \(A\) and \(B\) is the function \(F_{A,B} : \mathbb{R} \to [0,1]\) defined by
\[
F_{A,B}(t) := \sup_{s < t} T( \inf_{x \in A} \sup_{y \in B} F_{x,y}(s), \inf_{y \in B} \sup_{x \in A} F_{x,y}(s)).
\]

The collection of nonempty closed bounded subsets of a Menger space is a Menger space also:
Theorem 1.2 ([4]). If $C$ is a nonempty collection of nonempty closed bounded sets in a Menger space $(X, F, T)$ with $T$ continuous, then $(C, FC, T)$ is also Menger space, where $FC$ is defined by $FC(A, B) := FA,B$ for all $A, B \in C$.

The next theorem shows the completeness of the Menger space obtained in the previous proposition for $T(a, b) := \min := \min\{a, b\}$.

Theorem 1.3 ([4]). If $(X, F, \min)$ is a complete Menger space and $C$ is the collection of all nonempty closed bounded subsets of $X$ in $(t, \epsilon)$— topology, then $(C, FC, \min)$ is also a complete Menger space.

The collection $K$ of all nonempty compact subsets of $X$ form a complete Menger space if $(X, F, \min)$ is a complete Menger space.

Theorem 1.4 ([4]). Let $K$ be the collection of all nonempty compact sets in the complete Menger space $(X, F, \min)$ and let $C$ be the collection of all nonempty closed bounded subsets of $X$ in $(t, \epsilon)$— topology. Then $(K, FK, \min)$ is a closed subspace of $(C, FC, \min)$.

If $(X, F, \min)$ is a complete Menger space and $K$ is the collection of all nonempty compact subsets of $X$ in $(t, \epsilon)$— topology, then $(K, FK, \min)$ is also a complete Menger space.

2. Invariant sets in probabilistic metric spaces

We prove the existence and uniqueness of invariant sets in probabilistic metric spaces. This theorem generalize Hutchinson’s theorem [3] on invariant sets.

Theorem 2.1 ([4]). Let $(X, F, \min)$ be a Menger space and $C$ be the collection of all nonempty closed bounded sets in $X$. Let $N \in \mathbb{N}$, $N \geq 1$, $f_1, \ldots, f_N : X \to X$ be contractions with ratios $r_1, \ldots, r_N \in ]0, 1[$ and let $\phi : C \to C$ be defined by

$$\phi(E) := \bigcup_{i=1}^{N} f_i(E).$$

Then $\phi$ is a contraction.

Proof. Let $r = \max\{r_i, 1 \leq i \leq N\}$ and $A, B \in C$. We shall show that

$$F_{\phi(A),\phi(B)}(rt) \geq FA,B(t), \quad (2.1)$$

for all $t > 0$.

For all $A, B \in C$ and $s < t$, we have

$$F_{\bigcup_{i=1}^{N} f_i(A), \bigcup_{i=1}^{N} f_i(B)}(rt) \geq T( \inf_{u \in \bigcup_{i=1}^{N} f_i(A)} \sup_{v \in \bigcup_{i=1}^{N} f_i(B)} F_{u,v}(rs), \inf_{v \in \bigcup_{i=1}^{N} f_i(B)} \sup_{y \in \bigcup_{i=1}^{N} f_i(A)} F_{u,v}(rs)).$$
Let \( i_0 \) and \( j_0 \) be such that
\[
\inf_{u \in \bigcup_{i=1}^N f_i(A)} \sup_{v \in \bigcup_{i=1}^N f_i(B)} F_{u,v}(rs) = \inf_{u \in f_{i_0}(A)} \sup_{v \in f_{i_0}(B)} F_{u,v}(rs) \geq \inf_{u \in f_{i_0}(A)} \sup_{v \in f_{j_0}(B)} F_{u,v}(rs),
\]
\[
= \inf_{y \in f_{j_0}(B)} \sup_{u \in \bigcup_{i=1}^N f_i(A)} F_{u,v}(rs) = \inf_{v \in f_{j_0}(B)} \sup_{u \in f_{i_0}(A)} F_{u,v}(rs).
\]

Hence
\[
F_{\bigcup_{i=1}^N f_i(A), \bigcup_{i=1}^N f_i(B)}(rt) \geq T(\inf_{u \in f_{i_0}(A)} \sup_{v \in f_{i_0}(B)} F_{u,v}(rs), \inf_{u \in f_{i_0}(A)} \sup_{v \in f_{j_0}(B)} F_{u,v}(rs))
\]
\[
\geq T(\inf_{u \in f_{i_0}(A)} \sup_{v \in f_{i_0}(B)} F_{u,v}(rs), \inf_{v \in f_{j_0}(B)} \sup_{u \in f_{i_0}(A)} F_{u,v}(rs)) =
\]
\[
= T(\inf_{x \in A} \sup_{y \in B} F_{f_{i_0}(x), f_{i_0}(y)}(rs), \inf_{y \in B} \sup_{x \in A} F_{f_{i_0}(x), f_{i_0}(y)}(rs)) \geq
\]
\[
\geq T(\inf_{x \in A} \sup_{y \in B} F_{x,y}(s), \inf_{y \in B} \sup_{x \in A} F_{x,y}(s)),
\]
where \( l_0 = i_0 \) if
\[
\inf_{u \in f_{i_0}(A)} \sup_{v \in f_{i_0}(B)} F_{u,v}(rs) \leq \inf_{v \in f_{j_0}(B)} \sup_{u \in f_{i_0}(A)} F_{u,v}(rs),
\]
and \( l_0 = j_0 \) else. Therefore we have (2.1).

\[\square\]

**Theorem 2.2** ([4]). Let \((X, F, Min)\) be a complete Menger space and let \( f_1, ..., f_N : X \to X \) be contractions with ratios \( r_1, ..., r_N \in [0, 1] \), respectively. Then there exists a nonempty compact subset \( K \) of \( X \) such that
\[
f_1(K) \cup ... \cup f_N(K) = K.
\]

Moreover, the set \( K \) with this property is unique in the space of all nonempty closed bounded sets in \( X \).

**Proof.** By Proposition 2.1 the function \( \phi : C \to C \) defined by
\[
\phi(E) = \bigcup_{i=1}^N f_i(E)
\]
is a contraction, and by Proposition 1.3 \((C, F_C, Min)\) is a complete Menger space. Then, by Proposition 1.1 there is a unique set \( K \) in \( C \) such that \( \phi(K) = K \). Moreover, we have \( \lim_{n \to +\infty} \phi^n(K_0) = K \) for any \( K_0 \in K \). Thus, by Proposition 1.4 the set \( K \) must be in \( K \).

\[\square\]
3. Application to quicksort algorithm

Let $\Sigma$ be the nonempty alphabet and $\Sigma^\infty$ be the set of all sequences over $\Sigma$ (finite or infinite). Suppose $\emptyset \in \Sigma$. Denote by $\prec$ the prefix order on $\Sigma^\infty$. For each $x \in \Sigma^\infty$ denote $l(x)$ the length of $x$. For $x, y \in \Sigma^\infty$ let $x \wedge y$ the common prefix of $x$ and $y$. Let the function $d_\prec : \Sigma^\infty \times \Sigma^\infty \rightarrow \mathbb{R}$ defined by

$$d_\prec (x, y) = 0, \text{ if } x \prec y$$

$$d_\prec (x, y) = 2^{-l(x \wedge y)}, \text{ otherwise.}$$

Let $F_{x,y}(t) = \begin{cases} 0, & t = 0 \\ \frac{t}{t+k-l(x \wedge y)}, & t > 0, x \text{ not prefix of } y, k > 1 \\ 1, & x \text{ prefix of } y \end{cases}$

Using the complexity analysis given in [2] we will get the following recurrence equation:

$$T(1) = 0$$

and

$$T(n) = \frac{2(n-1)}{n} + \frac{n+1}{n} T(n-1), \, n \geq 2.$$ 

We associate to $T$ the functionals $f_k : \Sigma^\infty \rightarrow \Sigma^\infty$ such that

$$(f_k(x))_1 = T(1)$$

and

$$(f_k(x))_n = \frac{2(n-1)}{n} + \frac{n+1}{n} x_{n-1},$$

for $k = 2, 3, ..., m$. $f_k$ will be a contraction with ratio $\frac{1}{k}$.

Using theorem 2.2 for the contractions $f_2, ..., f_m$ starting from the $(\Sigma^\infty, \mathcal{F}, \text{Min})$ Menger space, we will get the invariant set of solutions of the recurrence equation. For a fixed $k$ this is the unique solution of $T$.
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