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Abstract

The Test Systems in manufacturing applications are highly complex mea-
surement systems. The quality of the Test Systems is defined by the sta-
tistical properties of multiply repeated measurements. If the measurement
results are ,close” to each other and to a known good reference value, then
the quality of the test system is considered ,,good”. The most common rea-
sons behind a ,bad” quality measurement system can be faults, inaccuracies
or their interactions with the environment, which can directly result in poor
yields, false failures and quality risks. If the variation of the measurement
results becomes too large, then they might even mask the variations in the
manufacturing process.

The need is valid for automated or semi-automated system validation
methods that can assure the quality of our measurement results. There are
a number of methods used in the industry that can provide the required
confidence in our measurements.
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1. An overview of the test system

Test Systems using card modular platforms can provide the same functionality
as rack and stack instruments to some extent on a much smaller footprint and
a reduced cost. For these reasons the majority of the automatic test systems in
manufacturing use card modular platforms. A typical card modular architecture
usually includes modular instrumentation; an embedded controller and some type
of control and trigger bus architecture [5].

The smaller space requirements also add an increased complexity to the test
system. This introduces new type of requirements when it comes to verification
of functionality or specification of the system or recertification of the instrumenta-
tion. Verification of the test system’s accuracy has traditionally been done through
the incorporation of external standards that were used to verify the accuracy of
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instrumentation used in the test system individually. This method can introduce
problems in case of higher complexity systems, since just by removing modular
instrumentation for verification or recertification purposes, we cause downtime to
the test system and we might even cause connection or other different type of issues
[5]-

With wide usage of the card modular platform a new verification and certifica-
tion strategy is required to be able to verify instrumentation inside the test system.
A system based verification method in conjunction with application specific accu-
racy requirements can offer an improved method.

2. Process capability index

The process capability index is a number that compares the capabilities of a product
and the processes used to manufacture that product to engineering specifications.
A large process capability index indicates that the process is capable of producing
products stably, that will meet or even exceed the published specifications. This
index reduces all the complex information about the process to a simple number
that can be used to monitor the quality of the assembled product or to compare
changes in capabilities, when new processes are introduced to manufacturing [7].

2.1. Definition of capability indexes

The capability index is defined as the ratio of the distance from the process center
to the nearest specified limit divided by the measure of the process variability. This
is illustrated in Figure 1. The two most widely used capability indices are defined
as:

. | USL—pu pw—LSL
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Where USL and LSL represent the specified upper and lower limits and o Jds and

os and p represent the process standard deviation and the mean. These values are
usually calculated from the data collected from the process.

The estimate o is the sample standard deviation\/Z?Z1 (X — Y)Q /(m - 1),

whereas o Jds = R/ dy is an estimate using the subgroup ranges. Where dy is

an adjustment factor needed to estimate the process standard deviation from the
average sample range. A large Cp;, and P, value should represent a process that
is capable of producing the vast majority of units within the specified limits [7].
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Figure 1: Graphical representation of the Capability Index

2.2. Problems with capability indexes

The measures Cy;, and P, only defer in the estimation of the process standard
deviation. In order to compare the two capability indexes, we need to compare the
two process standard deviation estimation methods.

The range-based estimation o/, only uses the variability within the subgroups

to estimate the process standard deviation. While o, on the other hand combines
the data together and uses both the within subgroup and between subgroup vari-
ability. As a result, o estimates the standard deviation of the entire process, while
Cpr can seriously can underestimate the total variation if the between subgroup
variation is substantial [6].

Let’s take an example from the electronics manufacturing industry. Two pa-
rameters were measured on a sample of 100 Units Under Test (from now on UUTS).
The two parameters are the gain error and the offset error of the voltage signal
produced by the UUTs compared to a reference value.
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Figure 2: Voltage Accuracy Verification, Gain Error

As it can be seen from the above results too P, provides more pessimistic
information about the capabilities of the manufacturing process which can give
more confidence in the results.



164 1. Poser

25+

20-

15-

15 B} -500m 0 500m 1 15

Figure 3: Voltage Accuracy Verification, Offset Error

Although the Process Capability Analysis represents the process capabilities
with a simple, in electronic manufacturing there can be several reasons behind
poor capabilities. The results of a simple voltage measurement can be affected by
several hundred components taking part in generating that voltage, or the process
that assembles the circuitry, or even the measurement equipment measuring the
voltage. The process capability index does not give any information about the
source of poor capabilities.

3. Gage repeatability and reproducibility

In process control the goal is to improve the quality of the manufactured prod-
ucts through the reduction of process variability. This process relies primarily on
measurement and test data as input. To be able to address process variability
problems, the variation due to the measurement system must be separated from
the process variability.

In a measurement system the possible sources of variation are the gages (re-
peatability), the appraisers (reproducibility) and the variation within the sample
(part-to-part variation). Repeatability and reproducibility together are the com-
ponents of the measurement system variation. The GR&R study quantifies the
variation relative to the total variation and to the specification range [2].

2 _ 2 2 2
Ototal = Upart + Urepeatability + Ureproducibility'

3.1. Repeatability and reproducibility

Repeatability is the variation in measurements, when the same operator measures
the same parameters on the samples using the same measurement equipment, the
same gage. This is represented of the left of Figure 4.

Whereas reproducibility in our case represents the variation in the measure-
ments, when the same operator measures the same parameters on the samples
using multiply measurement equipment of the same type. This is represented on
the right of Figure 4. Reproducibility is the variation of the average measurements
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taken with different gages. Although their variability is the same independently,
due to the differences in their bias, the total variability of the measurement systems
increase.

The objective of a GR&R study is to determine if a measurement system is
capable of monitoring a process. If the measurement system error is small relative
to the total variation, then it is adequate. The number of samples selected should
belong to the same process. The more is the number of samples, measurement
systems and repeats, the grater the confidence can be in our results, but the higher
numbers also have a higher cost impact and more time is required to conduct the
study [2].

Appraiser 1
AA Appraiser n
| Measurement Al

! \_Vi/
Average

Repeatability Reproducibility

Figure 4: Repeatability and Reproducibility

3.2. Evaluating the measurement data

The variation caused by the equipment during replication of the measurement is

the equipment variation (EV) and it is an estimate of the repeatability attribute

of the GR&R study (Step 2. in Table 1). The variation caused by the differences

between the measurement systems used is the appraiser variation (AV) and it is

an estimate of reproducibility (Step 3. in Table 1). Part variation is attributed by

variations in the process of manufacturing of the part (Step 5. in Table 1).
Where:

e UCL — Upper Control Limit

e dy, Dy — Control Chart Constants

e 1n, a, p — Number of trials, appraisers, parts
e R, — Range of appraiser averages

e R, — Range of part averages

In order to make a decision about the measurement system based on the study
a criteria index was set up. If the %GRR is less than 10%, then the measurement
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Steps | Formula
1. UCL=DsxR
EV = E/dg
AV = /R [d3 — EV2/n x p
GRR =+/EV?2 4 AV?
PV =R,/d;
TV =VEV2+ AV2 + PV?
%EV = 100 x [EV/TV], %AV = 100 x [AV/TV],
%GRR =100 x [GRR/TV], %PV =100 x [PV /TV]
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Table 1: Steps of GR&R

is acceptable. If the %GRR is greater than 30%, then the system is unacceptable
and it needs improvement. Between the two percentage values the system might be
acceptable dependent of the application. But of course the acceptance should not be
decided based on a single set of measurement data and the long term performance
of the system should also be monitored with different graphical analysis methods
1, 2].

3.3. Considerations regarding the GR&R study

Implementing GR&R in an electronic manufacturing environment has its chal-
lenges. In order to have a high confidence in the results a higher number of samples
and a higher number of repeats are required. This can be problematic for products
that have several hours long test time and also cost a lot to manufacture. It is
always a case-by-case decision of the balance between the level of confidence we
would like to have in our results and the amount of time and money we can spend
on the study.

4. Paired t-test

The paired t-test is used to compare two population means, where we have two
samples in which observations in one sample can be paired with observations in
the other samples. This method can be used to:

e Compare before-and-after observations on a process (e.g. comparing mea-
surement results before and after conducting an experiment on the samples)

e Compare two measurement systems with measuring parameters of the same
sample set.
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4.1. Conducting a paired t-test

Samples of n products were used to test a new process and based on the results
decide if the new process has any significant affect on the quality of the products.
Initially we need to test the null hypothesis that the mean of the differences between
the two set of measurement results is zero. In order to achieve this, the procedure
is as follows [6]:

e Calculate the difference between the two observations on each pair (d; =
yi; — x;), making sure to distinguish between positive and negative results.

e Calculate the mean difference (d =Y, d;/n).

o Calculate the standard deviation of the differences

n

si= | (=) [n-1)

i=1

and use it to calculate the standard error of the mean difference (SE(d) =

sa/V/n).

e Calculate the t-statistics (T = d/SE(d)) which follows a t-distribution with
n-1 degrees of freedom under the null hypothesis.

e Use tables of the t-distribution to compare the calculated T value to the
ta/2,n—1 value where « is the probability and n-1 is the degrees of freedom.
If —t4/2n—1 <T <toj2n—1 is true, then our null hypothesis is acceptable.

o Ifd— taj2,n—1 X SE(d) < pg < 8+to¢/2,n_1 x SE(d)is also true, then we can
be confident with a level of 100(1-a)%, that our measurement results between
the two observations do not have differences.

Table 2 shows a concrete example for a paired t-test, that is used to identify if a new
manufacturing process has significant impact on the capabilities of the products
manufactured with it, or not. Based on this, the null hypothesis is, that the process
has no impact on the capabilities of the products.

With using a 95% of confidence and the degrees of freedom of 14, t, /9,1 =
2.145. This means, that our null hypothesis is acceptable. And with

d— ta/Q,n—l X SE(E) < Hd < E-f— t(x/Q,n—l X SE(E)

6.82 —2.145 x 4.7 = —3.26 < pg < 6.62 +2.145 x 4.7 = 16.91

also being true, we can be 95% confident, that the new process will not have an
impact on our product capabilities.
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Samples | Before Process | After Process | y;-x; (d;-d™)?
1 -34.695 -32.227 2.468 19.00495
2 1.488 1.166 -0.322 | 51.11487
3 -38.395 -35.452 2.943 15.08908
4 -18.485 33.021 51.506 | 1996.171
5 -158.194 -163.615 -5.421 150.0249
6 -84.81 -72.796 12.014 | 26.90013
7 -85.302 -89.389 -4.087 | 119.1256
8 -125.554 -84.706 40.848 | 1157.397
9 -75.189 -54.044 21.145 | 204.9918
10 -15.877 -22.76 -6.883 187.9769
11 -20.028 -20.058 -0.03 47.02485
12 -11.183 -10.759 0.424 41.00439
13 -7.737 -8.604 -0.867 | 59.20482
14 36.879 42.648 5.769 1.120352
15 -08.888 -115.983 -17.095 | 572.2844

d” 6.827466667

S 18.22171087

SE(d") 4.70482784

T 1.451161849

Table 2: Paired t-test

4.2. Consideration regarding the paired t-test

Paired t-tests have advantages when thinking of comparing several test systems
to each other. It is simple to implement and provides detailed information on
confidence. It can be expanded to multiply test systems and with more data the
estimation could be improved too. So it is certainly a promising method for test
system verification purposes that needs further research.
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