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Computational linguistics (CL) covers the statistical and logical modeling of languages using computer-based software-hardware tools. The goal of the current project is to develop an efficient NLP layer for an internet banking system. The efficiency means here acceptable execution cost as the server may have a large workload regarding the number of parallel incoming requests. The target language of the NLP module is the Hungarian language which belongs to the family of the agglutinative languages. In this language, a concept may be assigned to several variants of the base word. The context of the concept occurrence determines which variant should be used. The goal of the NLP module is to transform the incoming sentences into function calls of the underlying business API layer. Using the WebServices architecture, the calls are transferred in XML format. In the current system, the business API layer consists of twelve core functions like account history or internal transfer. Each of the functions has a scheme describing the corresponding parameter signature. The scheme determines beside the meaning also the syntax, and data type of the argument. Thus the main task of the module is to determine the most matching function schema and to determine the values for the arguments in the winner function schema.
The semantic of the sentences are given by en extended conceptual graph (ECG) that can support the representation of discontinuous constructions and the ordering of words. This model belongs to dependency-based linguistic approach where the description and analysis of natural language syntax is constituted by distinguishing a head-dependent asymmetry. The proposed extended conceptual graph model contains three primitive-types: concept, relationship and container. The group of container elements includes structure modules, like model fragment, model history. During the processing of the ECG, the base units of the graph are the ECG atoms. An ECG atom corresponds to a primitive statements related to one predicate. The child concept of the root predicate may be not only a single concept but it can be another ECG atom. Thus, the ECG atoms can be linked into a hierarchy of ECG atoms.
In order to determine the best matching ECG graph for an incoming sentence a sentence classifier is implemented in the NLP engine. This classifier is a core element of the engine as the correct translation depends on the accuracy of the sentence classifier. Two classification methods were used in the classifier subsystem: naive Bayes classifier (NBC) and tf-idf classifier (TIC). The training samples were assigned to subtopics. The resultant classification value is given from the weighted product of NBC value and TIC value:

Cresult = 0.6*TIC+0.4*NBC

The fitting of a sentence to a schema is based on calculated score rules. After successful analyzing result objects will be generated that can be serialized into XML, or can be resulted as the result of web service. The paper presents an analysis of the investigated classification methods that can be used to develop a more efficient algorithm.  






