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Abstract:    Generally, the data are facts characterizing the phenomenon of the real world and information is such a structured sample of these data that helps the exploration of the phenomenon. In many cases the data are only a part of the facts, so the information deduced from them is uncertain. For example: if there are only few observations to the examination of a phenomenon then the information concluded will be uncertain.


If there are only few data available in the examination of a phenomenon we can assign these to some already existing statistical distribution (the Bayes method). The structured sample will have an informational value. The question arises: what to do in the case when we don't know a priory statistical distribution?  Many successful solutions of the practical problems show that in such a case the theory of fuzzy sets can be applied with a very good efficiency.

In this paper we show the principle of information diffusion using properties of quasi-triangular fuzzy numbers and we apply this principle to construct the diffusion-neural network for the banded approximation.

