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Extended Abstract

We present a novel method for proving total correctness of recursive functional pro-
grams defined by a simple scheme (however, the most frequent one in practice). The
method provides not only a proof for correct programs, but also a hint on “what is wrong”
if the program is not correct.

As usual, program correctness is transformed into a set of first-order predicate logic
formulae by a Verification Condition Generator (VCG). As a distinctive feature of our
method, these formulae do not refer to a theoretical model for program semantics or
program execution, but only to the theory of the domain used in the program.

In more detail, consider a program which computes a function F (over a certain do-
main), together with a specification given by a precondition on the input IF [x] and a
postcondition on the input and the output OF [x, y]. One says that the program is to-
tally correct with respect to the specification iff the program terminates on any input x
satisfying IF , and, for each such input, the condition OF [x, F [x]] holds:

(∀x : IF [x]) OF [x, F [x]]. (1)

We consider the class of Simple Recursive Programs with Multiple Recursive Calls, that
is the ones which may be expressed as:

F [x] = If Q[x] then S[x] else C[x, F [R1[x], . . . , Rn[x]]], (2)

where Q is a predicate and S, C, R1, . . . , Rn are auxiliary functions (S[x] is a “simple”
function, C[x, y] is a “combinator” function, and R1[x], . . . , Rn[x] are“reduction” func-
tions). We assume that the functions S, C, and R1, . . . Rn satisfy their specifications
given by IS [x], OS [x, y], IC [x, y], OC [x, y, z], IR1 [x], OR1 [x, y], . . . , IRn

[x], ORn
[x, y]. Note

that functions F with multiple arguments also fall into this scheme, because the arguments
x, y, z could be vectors (tuples).

In fact, the method presented here works analogously on the more general class of
programs containing Case statements (If–then–else with several cases).
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We are able to prove the Soundness of V CG (the verification condition generator),
namely: if all formulae produced by V CG on input F, IF , OF hold, then the program F
satisfies its specification IF and OF . (For more details, see [1]).

Moreover, we are also interested in the following question: What if some of the verifi-
cation conditions do not hold? May we conclude that the program is not correct? In fact,
the program may still be correct. However, if the VCG is complete, then one can be sure
that the program is not correct. A VCG is complete, if whenever the program satisfies its
specification, the produced verification conditions hold.

The notion of Completeness of a VCG is important for the following two reasons:
theoretically, it is the dual of Soundness and practically, it helps debugging. Any coun-
terexample for the failing verification condition would carry over to a counterexample for
the program and the specification, and thus give a hint on ”what is wrong”.

Coherent Programs.
We state here the principles we use for writing coherent programs with the aim of

building up a non-contradictory system of verified programs. Although, these principles
are not our invention (similar ideas appear in [2]), we state them here because we want to
emphasize on and later formalize them.

Building up correct programs:
We propose the following methodology for building up a collection of correct programs:
– start from basic (trustful) functions e.g. addition, multiplication, etc.;
– define each new function in terms of already known (defined previously) functions

by giving its source text, and its specification (input and output predicates) and prove its
total correctness with respect to the specification.

This simple inductively defined principle would guarantee that no wrong program may
enter our collection. The next we want to ensure is the easy exchange (mobility) of our
program implementations. This principle is usually referred as Modularity:

Once we define the new function and prove its correctness, we ”forbid” using any
knowledge concerning the concrete function definition. The only knowledge we may use is
the specification.

Furthermore, we need to ensure that when defining a new program, all the calls made
to the existing (already defined) programs obey the input restrictions of those programs
– we call this: Appropriate values for the auxiliary functions.

Now we define Coherent programs as all those, which obey the above restrictions.

In addition to the soundness statement, we have proven a completeness statement for
the class Coherent Simple Recursive Programs. (More details are available at [3]).
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