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Abstract

The hypothesis that for a given amount of training data a speaker model has an optimum number of components has been examined. This is investigated with regard to Gaussian mixture models (GMM) and Vector Quantisation (VQ). There were performed measurements for comparison of the two methods. The measurements have been performed on two databases, the TIMIT database with English speakers and the MTBA database with Hungarian speakers. 

The goal of speaker identification system is to automatically determine a speaker’s identity using an utterance from a speaker. Such a system may be text-dependent--when the speaker must pronounce a text choosed randomly by the system from a fixed vocabulary--, or may be text-independent, when arbitrary text is allowed to utter. My system was developed for the text–independent case. 


In this article I try to emphasize that the Vector Quantisation method and the Gaussian Mixture Method are both based on unsupervised classification, namely clustering. The objective is to find a reduced set of prototypes that best approximate the original set of features and not to find separable clusters. 

