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Abstract

In most performance critical applications the bottleneck is data access.
This problem is mitigated by applying memory hierarchies: Several layers of
gradually smaller and faster memory layers are added to the large and slow
main memory. There are application domains where the traditional, hard-
wired cache control mechanisms are not satisfactory and the programmer is
given full control where to place and when to move data. A known opti-
mization technique on these kind of architectures is to do block-transfer of
data instead of element-by-element access. Theoretical background of archi-
tectures providing such instructions has been established decades ago [1].

This contribution presents a lightweight library, written in and for C, to
support experiments with algorithm performance on simulated programmable
memory hierarchies. The library provides functions and macros to de�ne
memory layers, available block-transfer operations and data layout. The
algorithm then can be run on a simple desktop computer and the library
combines its real runtime with simulated memory access penalties. A simi-
lar approach, using C++ and mainly targetting cache memory simulation is
described in [2].
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