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Abstract

A common method to transform a data mining algorithm into its privacy-
preserving variant is to make it work in the distributed setting and replace
particular components of the algorithm with secure multi-party computation
(SMC) primitives. The e�ciency of the resulting algorithm depends on the
computational and communication costs come from the distributed nature of
the data and the SMC primitives. In this work, we present improvements of
the distributed privacy-preserving k-means algorithm based on the modi�ca-
tion of calculations used to �nd the nearest centroid. In order to reduce the
communication costs and to improve the speed of the calculations, our �rst
approach is omitting unnecessary branches of the calculations in the distance
calculation steps. Another method is to replace the current centroid to a not
necessarily nearest but at least nearer centroid. In the latter case more steps
of iterations are needed. To analyse the e�ciency of the above methods we
present a number of measurements on synthetic and real data sets.
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